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mHC: Manifold-Constrained Hyper-Connections

Zhenda Xie*', Yixuan Wei*, Huangi Cao*,
Chenggang Zhao, Chenggqi Deng, Jiashi Li, Damai Dai, Huazuo Gao, Jiang Chang,
Liang Zhao, Shangyan Zhou, Zhean Xu, Zhengyan Zhang, Wangding Zeng,
Shengding Hu, Yuging Wang, Jingyang Yuan, Lean Wang, Wenfeng Liang

DeepSeek-Al

Abstract

Recently, studies exemplified by Hyper-Connections (HC) have extended the ubiquitous resid-
ual connection paradigm established over the past decade by expanding the residual stream
width and diversifying connectivity patterns. While yielding substantial performance gains,
this diversification fundamentally compromises the identity mapping property intrinsic to
the residual connection, which causes severe training instability and restricted scalability, and
additionally incurs notable memory access overhead. To address these challenges, we pro-
pose Manifold-Constrained Hyper-Connections (mHC), a general framework that projects
the residual connection space of HC onto a specific manifold to restore the identity mapping
property, while incorporating rigorous infrastructure optimization to ensure efficiency. Em-
pirical experiments demonstrate that mHC is effective for training at scale, offering tangible
performance improvements and superior scalability. We anticipate that mHC, as a flexible and
practical extension of HC, will contribute to a deeper understanding of topological architecture
design and suggest promising directions for the evolution of foundational models.
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IQuest -Coder-V1 Technical Report

IQuest Coder Team

Abstract

In this report, we introduce the IQuest-Coder-V1 series-(7B/14B/40B/40B-Loop), a new family
of code large language models (LLMs). Moving beyond static code representations, we pro-
pose the code-flow multi-stage training paradigm, which captures the dynamic evolution of
software logic through different phases of the pipeline. Our models are developed through the
evolutionary pipeline, starting with the intial pre-training consisting of code facts, repository,
and completion data. Following that, we implement a specialized mid-training stage that inte-
grates reasoning and agentic trajectories in 32k-context and repository-scale in 128k-context to
forge deep logical foundations. The models are then finalized with post-training of specialized
coding capabilities, which is bifurcated into two specialized paths: the thinking path (utilizing
reasoning-driven RL) and the instruct path (optimized for general assistance). IQuest-Coder-V1
achieves state-of-the-art performance among competitive models across critical dimensions of
code intelligence: agentic software engineering, competitive programming, and complex tool
use. To address deployment constraints, the IQuest-Coder-V1-Loop variant introduces a recur-
rent mechanism designed to optimize the trade-off between model capacity and deployment
footprint, offering an architecturally enhanced path for efficient efficacy-efficiency trade-off.
We believe the release of the IQuest-Coder-V1 series, including the complete white-box chain
of checkpoints from pre-training bases to the final thinking and instruct models, will advance
research in autonomous code intelligence and real-world agentic systems.

SWE Bench verifed BigCosetonc UreCosatanch vé sresau
LB B'R 8 B R @ e 0 LB R'R
wa Minaiwer Torminat Sanchvi 0 s tacaBancn
“8 BN LB B B s28 9 LR R

Figure 1. IQuest-Coder-V1 performance across different benchmarks. The score of
LiveCodeBench v6 is from IQuest-Coder-V1-40B-Loop-Thinking model, and the rest are
IQuest-Coder-V1-40B-Loop-Instruct model. The orange dash line represents the average score
of the selected models.
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Yijia Xiao **, Edward Sun *~, Di Luo =, Wei Wang 25 OK FCIUFTCRE'&EO:I"Ch,l'Tl"Cld;n‘gHBE'ntf: w
1University of California, Los Angeles (UCLA) "
2Massachusetts Institute of Technology (MIT)
3Tauric Research”
)
a
F] Significant progress has been made in automated problem-solving using societies of agents pow- 2UUJ{
[t ered by large language models (LLMs). In finance, efforts have largely focused on single-agent
_: systems handling specific tasks or multi-agent frameworks independently gathering data. However,
rr' the multi-agent systems’ potential to replicate real-world trading firms’ collaborative dynamics
' remains underexplored. TradingAgents proposes a novel stock trading framework inspired by o
o trading firms, featuring LLM-powered agents in specialized roles such as fundamental analysts, 16
r sentiment analysts, technical analysts, and traders with varied risk profiles. The framework in- ?DJ ]50]{
g cludes Bull and Bear researcher agents assessing market conditions, a risk management team s
R monitoring exposure, and traders synthesizing insights from debates and historical data to make =]
hr informed decisions. By simulating a dynamic, collaborative trading environment, this framework f,
= aims to improve trading performance. Detailed architecture and extensive experiments reveal its Gy
superiority over baseline models, with notable improvements in cumulative returns, Sharpe ratio,
= and maximum drawdown, highlighting the potential of multi-agent LLM frameworks in financial IUUK
OZ trading, TRADINGAGENTS is available at https://github.com/TauricResearch/TradingAgents.
N
- 1. Introduction
o
-l Autonomous agents leveraging Large Language Models (LLMs) present a transformative approach to 5 UK
- decision-making by replicating human processes and workflows across various applications. These -
:'] systems enhance the problem-solving capabilities of language agents by equipping them with tools
g and enabling collaboration with other agents, effectively breaking down complex problems into
= manageable components (Havrilla et al., 2024; Park et al., 2023; Talebirad and Nadiri, 2023; Tang et al.,
?/ 2024). One prominent application of these autonomous frameworks is in the financial market—a
< highly complex system influenced by numerous factors, including company fundamentals, market
sentiment, technical indicators, and macroeconomic events. 2025 HPI"E{ ‘TUl.U October
Traditional algorithmic trading systems often rely on quantitative models that struggle to fully cap-
ture the complex interplay of diverse factors. In contrast, LLMs excel at processing and understanding Date ﬂ- star—his f:or_g.tom-

natural language data, making them particularly effective for tasks that require textual comprehension,
such as analyzing news articles, financial reports, and social media sentiment. Additionally, deep
1earning—based trading systems often suffer from low explainability, as they rely on hidden features
that drive decision-making but are difficult to interpret. Recent advancements in multi-agent LLM
frameworks for finance have shown significant promise in addressing these challenges. These frame-
works create explainable Al systems, where decisions are supported by evidence and transparent

“Tauric Research Organization: https: / /tauric.ai
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